Journal of System Simulation

Volume 27 | Issue 11 Article 13
8-5-2020

Improved Support Vector Pre-extracting Algorithm in Speech
Recognition Application

Hao Rui
1. College of Information Management, Shanxi University of Finance & Economics, Taiyuan 030006,
China;;

Yanbo Niu

2. College of Information Engineering, Taiyuan University of Technology, Taiyuan 030024, China; ;
Xiu Lei

3. College of Statistics, Shanxi University of Finance & Economics, Taiyuan 030006, China;

Follow this and additional works at: https://dc-china-simulation.researchcommons.org/journal

b Part of the Artificial Intelligence and Robotics Commons, Computer Engineering Commons, Numerical
Analysis and Scientific Computing Commons, Operations Research, Systems Engineering and Industrial
Engineering Commons, and the Systems Science Commons

This Paper is brought to you for free and open access by Journal of System Simulation. It has been accepted for
inclusion in Journal of System Simulation by an authorized editor of Journal of System Simulation.


https://dc-china-simulation.researchcommons.org/journal
https://dc-china-simulation.researchcommons.org/journal/vol27
https://dc-china-simulation.researchcommons.org/journal/vol27/iss11
https://dc-china-simulation.researchcommons.org/journal/vol27/iss11/13
https://dc-china-simulation.researchcommons.org/journal?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/143?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/258?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/147?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/147?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/305?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/305?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/1435?utm_source=dc-china-simulation.researchcommons.org%2Fjournal%2Fvol27%2Fiss11%2F13&utm_medium=PDF&utm_campaign=PDFCoverPages

Improved Support Vector Pre-extracting Algorithm in Speech Recognition
Application

Abstract

Abstract: Support vector machine (SVM) training is difficult for large-scale data set of speech recognition.
A new SVM pre-extracting algorithm was proposed. On the one hand, kernel Fuzzy C-Means clustering
was separately performed on each class of original data set. All the cluster centers were as a
representative set of each class. On the other hand, according to the geometric distribution of support
vectors and combined with the classification strategy of one-versus-one for SYM multi-class
classification algorithm, boundary samples were extracted as support vectors for SVM to training and
prediction. The algorithm was applied to embedded speech recognition system. Experiments indicate that
this method improves the efficiency of training but also maintains the high recognition rate.

Keywords
support vector, multi-class classification, kernel fuzzy C-Means clustering, sample pre- extracting, speech
recognition system simulation

Recommended Citation
Hao Rui, Niu Yanbo, Xiu Lei. Improved Support Vector Pre-extracting Algorithm in Speech Recognition
Application[J]. Journal of System Simulation, 2015, 27(11): 2714-2721.

This paper is available in Journal of System Simulation: https://dc-china-simulation.researchcommons.org/journal/
vol27/iss11/13


https://dc-china-simulation.researchcommons.org/journal/vol27/iss11/13
https://dc-china-simulation.researchcommons.org/journal/vol27/iss11/13

Rui et al.: Improved Support Vector Pre-extracting Algorithm in Speech Recogn

5527 &5 11 W) RGN HFERO Vol. 27 No. 11

20154 11 Journal of System Simulation Nov., 2015

Improved Support Vector Pre-extracting Algorithm
in Speech Recognition Application

Hao Rui', Niu Yanbo?, Xiu Lei’

(1. College of Information Management, Shanxi University of Finance & Economics, Taiyuan 030006, China; 2. College of Information Engineering,
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Abstract: Support vector machine (SVM) training is difficult for large-scale data set of speech
recognition. A new SVM pre-extracting algorithm was proposed. On the one hand, kernel Fuzzy C-Means
clustering was separately performed on each class of original data set. All the cluster centers were as a
representative set of each class. On the other hand, according to the geometric distribution of support
vectors and combined with the classification strategy of one-versus-one for SVM multi-class classification
algorithm, boundary samples were extracted as support vectors for SVM to training and prediction. The
algorithm was applied to embedded speech recognition system. Experiments indicate that this method
improves the efficiency of training but also maintains the high recognition rate.

Keywords: support vector; multi-class classification; kernel fuzzy C-Means clustering; sample pre-

extracting; speech recognition system simulation
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%‘lg and structure risk minimum principle has been

successfully applied in speech recognition!' ™.

Support vector machine (SVM) based on However, with the increase of scale of speech

statistical learning theory of VC dimension theory recognition system, SVM algorithm complexity

_ , exponentially  rises  followed by  quadratic
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of calculation and slow training speed. Thus SVM is
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become a major factor affecting the development of
SVM.

When SVM is used to classification, not all the
training samples are functional for classification, but
only a few called support vectors are functional.
Moreover the support vectors are geometry
distributed in the boundary of the original data.
Therefore, if this part of the support vectors are
extracted from the original data set before training
and SVM can be trained only by support vectors, the
number of training samples can be obviously reduced
while maintaining the recognition accuracy of the
model. Various methods for the support vectors
pre-extracting have been proposed. Currently SVM
pre-extracting algorithms are grouped into the
following categories: the chunking algorithm!™ uses
iterative methods to find all the support vectors.
However, the choice of initial chunking is arbitrary
which leads to increase the number of iterations to
affect SVM training speed. The decomposing
algorithm® brakes down the original QP problems
into the smaller QP sub-problems. It solves the
problem of high space complexity. But for the
large-scale problems which have more support
vectors, it still has the defects of slow convergence
speed. The methods exploiting the geometric
distribution of the training data have been reported
such as K-NN algorithm!®, center distance ratio
method'”!, sample density method™ and vector

91 etc. These methods above are

projection method'
simple and effective, but they have the large amount
of calculation and are not suitable for large-scale data
problems.

In this paper, we propose an improved SVM
pre-extracting algorithm of support vectors. We use
kernel fuzzy C-Means clustering to extract typical

sample points as a representative set of the original

data. Then we extract a certain ratio sample points
which are adjacent to other class points, as boundary
vectors. The algorithm can not only extract support
vectors fast and efficiently but also reduce the number
of training samples and the requirements of computation

while maintaining the high recognition rate.
1 Non-linear SVM

For non-linear separable problem, given a data
set

T ={(x, Y1), (X2, ¥2) - (%, Y )} € (RT xY)" (1)

In this case X €eRY,y;eY ={,-1},1<i<n
are the input data. Kernel function K(X;,X;) and

penalty parameter C >0 are introduced to construct

and solve convex QP problems then
n

n n
@ i=l j=I i=1
n
i=1
In this case 0<<¢; <C,1<<i <nis the Lagrange

coefficient. We solve Eq. (1) to obtain
a =(a,a;,a,)" then the decision function is
given by the following:
n

f(X):sgn(izl:a;‘yiK(xr,x)ﬁLb*] 3)

In this case «; € R is the expansion coefficient,
associated with Xi* called support vectors in this
paper. From Eq.(3) we can see not all of the training
samples are functional, but only the training samples

.
component ¢«; of

corresponding to non-zero i
solution ¢ for quadratic programming problem are
functional to the decision function. Namely, only the
corresponding training samples of support vectors can

contribute to the decision function.

2 A novel support vector pre-extracting
method

From derivation formula of nonlinear SVM and
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support vector geometric distribution structure, we
come to the conclusion that not all of samples play a
decisive role in classification for given input samples.
Only a small part of the samples (the support vectors)
support the classification hyper-plane and the rest of

the samples for the establishment of the classification

hyper-plane are redundant information and even noise.

Hence, if we directly input all the samples into SVM
to classification and modeling without any sample
pretreatment, on the one hand, a lot of computing and
storage space are wasted, especially when dealing
with large-scale data; on the other hand, the
redundant information and noise input may lead to a
drop down the classification accuracy and
generalization ability. If according to certain rules and
principles, useful support vectors are extracted out
from the original training samples before the training,
the above problems can be improved. Thus, we put
forward a new support vector pre-extracting method.
Firstly, from the perspective of data mining,

clustering method is used to extract

typical
representative sample point in each class, namely all
samples in each class are characterized with a small
number of key sample points. Then, extract boundary
vectors that are adjacent to the other class as support
vectors to classification and modeling. The method
can retain the maximum classification information of

the original sample. Thus the higher recognition rate

is obtained.

2.1 The representative samples extraction
based on the kernel fuzzy C-means
clustering

For large-scale data, the sample distribution of
the input space tends to be dense. Each area
distributes a large number of samples, which leads to

sample overlapping and redundancy. Each area can

RGN HR
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use the key samples representing all of the original
sample data to achieve the purpose of streamlining
large data samples while almost no loss of sample
information. The method of clustering divides the
data into several subsets according to the similarity,
and each subset is represented by the center of the
clustering. The kernel fuzzy C-means clustering
(KFCM) is a clustering algorithm based on the
objective function. KFCM is the typical method to
the non-linear data-set partition which advantage lies
in the feature differences between the samples are
expanded; the structure relation of the data sets are
simplified; the clustering is easier to be implemented
in the feature space because the method maps the data
into a high dimensional feature space employing
nonlinear mapping. Thus in this paper we choice
KFCM clustering method to extract the representative
samples in the original training sample. The objective
function is shown by the following:
2
I=u ,V)=i_'21ui{ [SICHERIVA (4)
i=1 j=
where X;(j=1,2,....,I) is the feature vectors of

samples; n is the number of clustering; U =[u; ],
is the membership degree matrix; V =[v;] is the
clustering center matrix; Y is defined by the weight
coefficient of membership degree. Let the kernel
function be K (X,y)=®(x)" ®(y) then

J= anlzl;ui}f[K(xj,xj )= 2K(X;,v) + K(vi,vi)] (5)

i=1 j=
Gaussian kernel is an excellent performance of

nonlinear kernel which can better calculate the
nonlinear classification hyper-plane. Thus we employ
Gaussian kernel as follows:
LS

257 (6)

K(x,y)=exp

If Gaussian kernel is employed, K(X,X)=1.The

objective function is stated in expression (7).
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53] H AR N

J :2iiu, (

i=1 j=1

K (x3u)) 9

According to the Lagrange multiplier method,
we obtain the membership matrix U and cluster

center matrix V' as follows:

[k
Sk

)

v, =47 )

KFCM algorithm extracts the cluster centers of
each class. The extracted cluster centers are as a
representative set for each class. Let n, denote the
number of clusters of the iy, class, wherei(l<si<<m).
Let m denote the number of classes. The initial cluster
centers are randomly generated. Obtain the cluster
centers of the iy class V' =[v},v},---,vi Jand the

class-labels of cluster centers Y' =[i,i,---,

|]1><ni s
(1=<<i=<=m). Sum up all of the cluster centers and obtain
the typical sample set of training sample X, that is:

V=LV, V'Y =Y Y2, Y™
2.2 Boundary vectors extraction

Support vectors from the geometric position, are
distributed the border area adjacent to the two classes,
which is the nearest sample points from the different
class. We give the boundary vectors extraction process.

Definition 1: Given the sample set
Vi =[V],V,---,vi ] mapped in the high-dimensional
feature space by the nonlinear mapping function @ .
The class center is denoted as follows:

= —Z (V) (10)
N k=

Definition 2: The distance between the two

classes of samples mapped in the high-dimensional

feature space by the nonlinear mapping function @

can be calculated as
d(v;,v)) = @(v;) - D(v;) ||I=

\/K(v,,v) 2K(v;,v))+ K(v,v;) (1)
Given the

v JandVi =[v/) v}, -,

sample set of two classes

iy v i

Vi=[v,v;, 3 | Vi, - The class
centers are V', and V! respectively. Thus the
distance between the sample V' and the two class

centers are represented by
devivh) =

\/K(V' V)——ZK(V' vk)+n—1222K(vk,v|) (12)

Jkl j k=l1=1

d(v',v)) =

\/K(v' Vi )——ZK(V' Vk)+—ZZK(Vk’VI) (13)

Ni k=1 N k==

Theorem 1: Given the sample set of two classes

Vi=[v},vh,-- v} JandV] :[Vlj,vg,‘--,vrfj].For any
if DR(VI)=

d(vi,vi)/ d(vi,vg )>¢&, where ¢ is threshold, V' is

sample point v\ in the iy, class,

distributed within border areas of two class which is
belong to the support vectors set S'and mark the
sample, or V' is out of the area and not marked.

For the SVM multi-classification problem,
classification

combined with the strategy  of

one-versus-one algorithm'?, extract the sample
belonging to the border area adjacent to the two
classes and mark them for combination of all the
class centers. Then according to the number of
occurrences, sort all the sample in each representative
set by descending order. Finally, according to the
proportion P(0<P<1) which will extract the
number of samples in the total samples, decide the

number of retained samples in each class.

2.3 Detailed support vector pre-extracting
process

Step 1. Initialization: set the accuracy of the

http: // www.china-simulation.com
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objective function e, fuzzy weighting factor Y, the
number of clusters n, the maximum number of
iterations M, ;

Step 2. Input the training sample set X, employ
KFCM clustering to extract the representative set
Vi, (1<i<m), sequentially perform the following
steps;

Step 3. Calculate and update the membership
U' of each division with Eq. (8);

Step 4. Calculate and update each cluster center
V' with Eq. (9);

Step 5. Repeat steps (3) and (4) until meeting the
convergence criteria, namely |Jt - Jt_1| <eort>M,.
Otherwise, go to Step2;

Step 6. Sum up all the cluster centers of each
class and get the representative set V;

Step 7. Calculate all samples in V' . If
DR(V')>& mark the sample point according to
boundary vectors extraction process;

Step 8. Sort all the samples by descending order
under the tag values. According to the proportion P,
decide whether to belong to the boundary vector set S';

Step 9. Finally S=S'US*U---US™ is the

pre-extraction support vector set.
3 Simulation experiments and analysis

3.1 Synthetic data

We do simulation experiment for synthetic data
to verify the effectiveness of the proposed method.
The results are shown in Fig.1.

The training samples are the two randomly
generated classes obeying Gaussian distribution. We
firstly employ the SVM for training 600 original
samples. As a result, 40% of the training samples are
the support vectors and the training time takes 20s.
On the contrary, after the application of pre-extracting

algorithm, 95% of the training samples are the

RGN HR
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support vectors and the training time reduces to 1.5s.
The experiment results show that the pre-extracting
algorithm can improve the utilization rate of data and
decrease redundant data in the process of the SVM
training and The training speed is greatly improved

due to reduction in the number of sample data.

4
i T
2F :_4. +4
. .ﬂ;:
Lo, % ."_f': o
O g Tt -
+% 44 f-"{ ofin,
.'~!-"'.
ot e
—4 1 1 1 1 1

-3 -2 -1 0 1 2 3

(b) Pre-extraction sample data

Fig. 1 Pre-extraction results
3.2 Embedded Speech Recognition Platform

In this section, we employ the hardware platform
based on TI's DM6446 dual-core processor and use
Linux embedded operating system. DM6446 chip
employs ARM and DSP dual-core architecture. ARM
subsystem employs 297 MHz ARM926 core and DSP
part employs 594MHz C64X + DSP core. The kernel
of development broad uses Linux 2.6.18. Cross-
compiler tools use Arm-linux-gcc-3.4.1 and software
packages uses Class Path -0.94. tar and Java VM
1.4.6.tar.

By cross-compiler, Java virtual machine is
implanted to DM6446 development board. After

testing, each part can work stable and the software
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can meet the project requirements from function and
performance. Thus we can carry out the speech
recognition simulation experiments by embedded
speech recognition system. We use programming

environment Matlab 7.0.
3.3 Experimental results and analysis

The experimental data from Korean non-specific
small vocabulary isolated word speech database. We
adopt the 16 personal pronunciations for 50 isolated
words which obtain under the condition of different
SNR (0dB, 15dB and CLEAN). Noise is Gaussian
white noise. The characteristic sample data are
obtained by the MFCC from original speech. Specific
parameter configurations in the experiments:
Gaussian kernel function is unified employed; With
respect to the experimental parameters of the
pre-extracting algorithm, we determine the reasonable
valuese =03, P=0.75 by repeated experiments;
For SVM, according to grid parameter optimization
algorithm, we set C=1.0718 , 6=0.2333 . The
experiment process is that firstly the speech training
set is preprocessed by the pre-extracting algorithm.
Then the preprocessed training set emploies directed

acyclic graph (DAG) multi-class SVM classification

algorithm for speech recognition. The multiple

classification algorithm of DAG is implanted to the
DM6446 development board.

In order to compare execution efficiency and
recognition accuracy of the proposed algorithm and
standard SVM, we count up the training time and
recognition rate respectively in 10 words, 20words,
30 words, 40 words, 50 words of sample sets, under
the condition of different SNR. The statistical data
shown in table 1, table 2 and table 3 are the mean
values of repeat 5 times experiments. Comparisons of
training time under the condition of different SNR are
shown in Fig. 2, Fig. 3 and Fig. 4.

The experimental results indicate that under the
different SNR, the training time is obviously reduced
while maintaining the high recognition rate.
Maximum reduction is from the original 1687s to
684s under the same condition. Relative to the
standard SVM, it decreases by 59.4%. Furthermore,
with increasing sample size the effect of the method
is more prominent. The recognition rate of the
training sample set bring down with vocabulary
increase and SNR decrease. But as show in Fig. 3, the
recognition rate still remains at a high level, even if
SNR is 0dB, which is affected to some extent because

the noise is relatively strong.

Table. 1 Comparison of the classifying performance (SNR=15dB)

Training algorithm Vocabulary nSV Training time/s SNR (15dB) /%
Standard SVM 50 1204 1485 92.71
Pre-extracting+SVM 50 674 699 91.03
Standard SVM 40 1 006 1085 93.37
Pre-extracting+SVM 40 521 466 91.02
Standard SVM 30 694 590 92.14
Pre-extracting+SVM 30 397 318 91.56
Standard SVM 20 540 512 92.43
Pre-extracting+SVM 20 400 256 91.95
Standard SVM 10 270 267 94.67
Pre-extracting+SVM 10 140 80 92.01
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Table. 2 Comparison of the classifying performance (SNR=CLEAN)

Training algorithm Vocabulary nSV Training time/s SNR (CLEAN) /%
Standard SVM 50 1195 998 96.52
Pre-extracting+SVM 50 610 578 94.43
Standard SVM 40 999 879 97.23
Pre-extractingtSVM 40 502 401 94.85
Standard SVM 30 678 542 97.08
Pre-extractingtSVM 30 364 261 95.01
Standard SVM 20 498 304 97.43
Pre-extractingtSVM 20 366 147 95.95
Standard SVM 10 251 180 98.67
Pre-extracting+SVM 10 132 78 96.03

Table. 3 Comparison of the classifying performance (SNR=0dB)

Training algorithm Vocabulary nSV Training time/s SNR (15dB) /%
Standard SVM 50 1295 1699 83.19
Pre-extracting+SVM 50 694 714 80.87
Standard SVM 40 1016 1107 83.03
Pre-extracting+SVM 40 599 483 81.79
Standard SVM 30 754 637 84.47
Pre-extractingt+SVM 30 429 374 81.05
Standard SVM 20 565 539 85.76
Pre-extractingtSVM 20 416 274 83.25
Standard SVM 10 293 295 87.65
Pre-extractingtSVM 10 168 89 85.59
S =
7 | e Standard SVM iy S rmmmm Standard SVM
~ | HEE Pre-extracting+SVM ! | EEE Pre-extracting+SVM 1699
S
©g 1085 < B
g2 E
E S
o 699 o 3
§= 590 =~
21 A2 466 5
=" o
267 256 LS 7
80
o (=)
10 20 30 40 50 10 20 30 40 50
Vocabulary Vocabulary
Fig. 2 Comparisons of training time when SNR=15dB Fig. 4 Comparisons of training time when SNR=0dB
§ rEm Standard SVM =8 4 ConCIUSIOn
— | MM Pre-extractingtSVM 879
. St In this paper, we propose a novel support vector
k)
"E St 542 578 pre-extracting method which combines the advantages
:%D s | 401 of kernel fuzzy C-Means clustering and boundary
s 304 . . .
& o 180 201 vector extraction algorithms. By reducing the
& 147 ..
- 78 redundancy of training samples, the sample
e 10 20 30 40 50 pre-extracting algorithm is more focused on the
Vocabulary

optimization of support vectors. As a result, it is
Fig. 3 Comparisons of training time when SNR=CLEAN
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successfully applied in the embedded speech Workshop on Neural Net Processing. New York, USA:
.. . . IEEE Press, 1997: 276-285.

recognition system. The results of simulation

experiment demonstrate that the method can improve
the recognition speed while effectively guarantee the
recognition accuracy of the model. Next work, we
consider validating the proposed algorithm on

large-scale data.
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